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(n = 4) Bjkltm; Bnjklmw1U,2; Bjiklmwi... W4; * * -

(n = 6) BJkl; Bjklmw,; BJklm . . ....k1 kl. kw.

(n = 8) B.kl; Bjklm; Bj'klmwiwg; ...

Each of these sequences begins with the complete conformal curvature
tensor; and those tensors whose components appear along the main
diagonal of the above infinite matrix of components, are each of weight

2
- 2.It is evident that the tensors whose components appear in
n+ 2

the above sequences, when combined with the fundamental conformal
tensor G, constitute a complete set of invariants of the conformal Riemann
space.
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The continuous groups of motions of a Riemannian manifold have
been the subject of study of geometers for many years, and more recently
their r6le in theoretical physics has been revealed. As a basis for the
classification of such groups Fubinil announced the theorem:
If a Gr is an intransitive group of motions of a V, and the minimum in-

variant varieties are of dimensionality q, a coordinate system can be found in
which Gr is a transitive group on q variables. The proof of this theorem
given by Fubini is satisfactory for the case when q = n -1, but it is not
convincing for q < n - 1. It is the purpose of this note to give a proof
of this theorem for spaces with a definite quadratic form (the case con-
sidered by Fubini) and to give sufficient conditions for it in the case when
the quadratic form is indefinite. Throughout the paper the variables
are understood to be real.

1. Equatiorns of Continuous Groups.-We consider a continuous group
of order r, say Gr, expressed in terms of n coordinates xl, ..., x', and
denote by

Xaf ={ax bxa (a -n1,r, ) (1.1)
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the symbols of the group. Here, and in what follows, a repeated index
in a term (in this case a) indicates that the term is the sum of terms as the
index takes on all its values. The fundamental theorem of continuous
groups is that a necessary and sufficient condition that XJ are the gen-
erators of a group is that

(Xa, Xb)f = CabeXef (a, b, e = 1, ..., r) (1.2)

where the c's are constants satisfying the conditions

CabC = _Cba, (1.3)

Cab Cedf + Cbd ccaf + Cda Cebf = 0. (1.4)

Substituting from (1.1) in (1.2), we obtain

x bxC . (1.5)

We denote by q the generic rank of the matrix

M= |taa, (1.6)

that is, the rank for general values of the x's. Evidently q 2 r. If
q = n, the group is transitive; if g < n, intransitive. If q < r, we may
without loss of generality assume that the matrix ta ||, for h = 1, .. .,,
is of rank q, and put

ta= (PP
h

+ 11(- i r) (1.7)
where the quantities 4p are functions of the x's. Then (1.5) may be
written

{a CZ = (Cab + a (1.8)

If we take b = p in (1.8) and replace e by its expression (1.7), the result
is equivalent, in consequence of equations of the form (1.8) in a and h, to

- . Xa hp = (bahp (1.9)
where

* la=l,...,~~~~~~~~~~~r;\
b = cap + CapS(p - iP (Caih + Cais hp) lh,pi1i .; ;) (1.10)

\ps = + is..,r
When q < n, that is when G, is intransitive, the equations Xaf 0

form a completely integrable system, and because of (1.7) there are q
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independent equations in the set, and consequently there are n -q inde-
pendent solutions i¢(x). Without loss of generality, we may assume

that the determinant | | for = + 1,..., n is not zero. If we effect

the transformation

xtA = xA xa = (pa (X)1( ... I*;* f) (.1

and note that the functions C transform as the components of a contra-
variant vector, that is,

/a= (1.12)

then in the new coordinate system, which we now call xa (dropping primes),
we have

e O(a=1 .. r, ) (1.13)

Since in the new coordinate system the matrix I|| fork = 1, .. .,qis
of rank q, a set of functions thA are uniquely defined by

thAh = 5X, th)e' = 5ih (XiA, i, h = 1, ..., q), (1.14)
where

&5; = l orO, as= X or,A$ X
8ih = 1 or 0, as i = h or i . h.

In this coordinate system equations (1.8), when a and b take values 1 to

q reduce to

eh - ei -x (Chi +ChPpiVODw ,X ,$.1-1 ..

and equations (1.9) for a = 1, ..., q may be written in the form

69Xp = ,ih.p {,(1.16)

in consequence of (1.14).
We define functions LX by

L-{h;SL. =°( =1 (1.17)
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(The reason for this definition will appear in §2.) From (1.17) we have,
in consequence of (1.14)

xo + ehLX= 0 (1.18)

and

-ti,L = 0. (1.19)

From (1.17) and (1.15) we have

P, L)= (cJhi + C i (1.20)

Since the determinant is different from zero, the conditions of
integrability of (1.18) are

,LX =1,.
a- a aoi + L'AuL,xrL- L)Lr 0 ° 1qJ(1.21)

These are necessarily identities, as may be verified by substitution from
(1.17).

If we replace ,B in (1.21) by v for v = 1, ..., q, and subtract from these
equations the corresponding ones obtained by interchanging u and P, we
obtain

?LXa, aLXa a61ZI- atz' = aa (LrX -L#) + L6T(L - Ly,) - LrLx + Lr Lt.

If we put

L ya=a - + L1Lxr -LrL\ (1.22)

the preceding equations may be written

>~ ~~ ~~~~~/&a
'WI A

rT T
a; = -x(L;, -Lv) + LaT(LU - LVs) + Lav,(Lr -̂ L,1) -La(L,r -Lu

In consequence of (1.20), (1.18) and (1.19) these equations are reducible to

Lv= ChiP hvh (1.23)

We inquire whether there exists a transformation of co6rdinates of the
form

- (x" , x's), xa = x (a - ) (1.24)
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such that in the new coordinate system t"' are independent of x" for a =
q+ 1, .. ., n. The inverse of (1.24) is of the form

= s(x, ..., x'), x = x . (1.25)
Then because of (1.13) we have h = 0. If the desired coordinate system
exists, on differentiating with respect to x'" the first set of the equations

t hax"/,tt axZ , (1.26)

and making use of (1.18), the second set of (1.26) and the fact that the
determinant eh| is not zero, we obtain the following equations of condition:

ax xSat +LaX 0=. (1.27)
For the transformation (1.24) we have

bx' ax",wdx- Ix' = p.

ax"
Hence if we multiply (1.27) by and sum for X, we obtain, with change

of indices,

+ L 'G;, a = 0. (1.28)

When we differentiate this equation with respect to x'T for ir = 1,
q, reduce the resulting equation by means of (1.28) and subtract from the
result the equation obtained by. interchanging v and 7r, we obtain

L0= 0. (1.29)

When we differentiate equation (1.28) with respect to x'T for r-= q + 1,
..., n, reduce the resulting equation by means of (1.28) and subtract
from the result the equation obtained by interchanging o- and x, we obtain
an equation which vanishes identically because of (1.21).

2. Groups of Motions.-If the variables, x' are interpreted as the
coordinates of points of an n dimensional space, V", the space is Rieman-
nian when a metric is assigned by a quadratic differential form gadxadx
where without loss of generality it may be assumed that ga = ga, and
where the determinant ga I is not zero. In order that the space admit
a given Gr as a group of motions, that is for each infinitesimal transforma-
tion of the group 6(ga8dxadxa) = O, it is necessary and sufficient that the
following equations of Killing hold in each coordinate system:2
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+ gnaC + g,a a = o(aw 7=1, ;*n;). (2.1)

If q < n, then in the special coordinate system for which (1.13) hold,
these equations become for a = 1, . . ., q

eXN + gex (MY + g-Y bx
= o. ( hY - 'n) (2.2)

If these equations are multiplied by th,,. and h is summed, we have, in con-
sequence of (1.14) and (1.18), the equivalent set of equations

ai= gL"g + gAoL,. (2.3)

When q = r, equations (2.2) are the only conditions. However, when
q < r, we have in addition (2.1) when a takes the values q + 1 to r.
When in these equations we substitute from (1.7) and (1.13), we obtain
with the aid of (2.3) the following equivalent system:

"hgFhxz XIhk( 1 ==1,.... n/

Thus when q < r, the systems (2.2) and (2.4) are the conditions of the
problem.

:Expressing the condition of integrability of equations (2.3), we obtain

g&L?X, + g7)L;, = O,
where LXPV is defined by (1.22). When q = r and r :in, it follows from
(1.23) that L&, = 0. Hence, equations (2.3), which are the only condi-
tions to be satisfied in this case, form a completely integrable system.
Hence a solution is determined by arbitrary initial values of the g's, which
when n > r may be arbitrary functions of the variables ,+ , . .., x".
Hence we have the theorem:3
Any r-parameter continuous group on n variables such that the generic

rank of the matrix II CI is r(2n) is the group of motions of a Riemannian
manifold whosefundamentl tensor ga involves n(n + 1)/2 arbitrary functions
of n - r variables.
When n = r, that is when G, is simply transitive, there are n(n + 1)/2

arbitrary constants; the theorem for this particular case was established
by Bianchi.

It is known that when a group is Abelian, that is, when all of the con-
stants of composition are zero, the co6rdinates can be chosen so that
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eh = Xh, leh 0 (Xx h +,
l . I

).

In this case the functions Ihp (1.10) are zero and from (1.16) it foHows
that the quantities $p are independent of xl, ..., x2. Then from (2.4) we

haveg; ae - 0, for a = q+ 1, ...,n. Hence the 'sareconstants

unless the determinant is zero, which is impossible if the fundamental
quadratic form is definite.4 Consequently only when q = r is an in-
transitive Abelian group a group of motions. Moreover, every such
Abelian group is a group of motions, and the quantities gp are arbitrary
functions of xC+1, . . . , x, as follows from (2.3), since the quantities LX,,
are zero in this case. When the group is Abelian and simply transitive,
the gp are constants.6

Returning to the case of non-Abelian groups for which q = r, we observe
from (1.23) that the quantities L*,, are zero and from (1.29) that the
system of equations (1.28) are completely integrable. Consequently
it is possible to express the functions qP' in (1.24) as a power series by means
of (1.28). In order to insure that the transformation be non-singular,

the initial values of a , must be chosen so that their determinant is not

equal to zero. The initial values of may be taken arbitrarily, as

also the derivatives of x1 of any order with respect to xl, . x..,xQ or with
r.espect to xq+', ..., x". Hence we' have the theorem:
When the rank of the matrix I|I { II of an intransitive group Gr is r, there

exists a co6rdinate system for the V. in which the t's are functions of xl,
xr at most, the minimum invariant varieties being defined by x7 + 1 = const.,
.. .x = const.
3. When q < r.-Since by hypothesis the determinant | gap is not

zero, a set of functions gat is defined by

If we multiply (2.4) byge for a = q + 1 ...n and sum for ,we have,
because of (1.13),

4ppdg,xe, = 0.

If we multiply this equation by ge' and sum for y, and note that the
determinant I e I is not zero, we have that the q(n -q) functions sp are
solutions of the n - q equations
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ax 0 q- + i (3.1)

Hence at most q of the so's are independent.
Suppose that q of them are independent, and denote them by o,p

(p; then the matrix ,for h = 1, ..., q; a = 1, ...,n, is of rank q.

If the determinant | for X = 1, ..., q is zero, there exist functions

Ah such that
ah

Ah aA = 0. (3.2)
Then from (3.1) we have

gTrAh a = 0 ( = + 1, ..., n) (3.3)

Hence if gT" #3= 0, we have Ah,, = 0, which together with (3.2) imply
6xT

that the V's are not independent. But g" 0 0, if the fundamental
& h

quadratic form is definite.4 Consequently the determinant x is not

zero in this case, and accordingly a non-singular transformation of co-
ordinates is defined by

x la = Xa 3 4

In this new coordinate system (dropping primes) we have from the
equations (1.16) for the functions VX equations of the form

= 6?,4, (3.5)
where the 4) are certain of the functions 4hp and being functions of pA
are independent of x'+ , ..., x". From these equations and (1.14) it
follows that

ah= h- (3.6)
From these equations and (1.7) it follows that t are functions of &x and
consequently of xl, ..., xq at most. Hence we have:
When q of the functions VP are independent and the fundamental quadratic

form is definite, there exists a coordinate system for which (1.13) hold, and
the components e are functions of xi, ..., xq at most.
From the preceding argument it follows also that:
When the fundamental form is indefinite and the coordinate system is such

that (1.13) hold and there are q of the functions Pp of which the jacobian with
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respect to xl, ..., is not zero, then in the coordinate system (3.4) the com-
ponents a are functions of xl, ..., x'2 at most.
We consider next the case when there are s( < q) independent functions

sp(, denoted by spl, * . Suppose that the jacobian matrix of these
sp's with respect to xl, ..., xq is less than s. Then we have equations of
the form (3.2) and (3.3) in which h takes the values 1 to s. Hence, unless

the determinant g" is zero, we have from (3.3) that the rank of |of
is less than s, contrary to hypothesis. If then the fundamental form is
definite, there is no loss in generality in assuming that the determinant

| for Xl,h = 1, ...,s is not zero. When we effect the transformation

of coordinates
/X1= l,...s; \

xA1 - X>\1 xIX2 =-X2 X = X X2 = S + 1x x;
\a = q + 1 ,n

in the new coordinate system all the functions (p are functions of xl, ..., x'.
Proceeding as above, we have in place of (3.6) el = 4Da , where the

¢'s are functions of xl, ..., xS. We apply now a transformation of co-
ordinates

X -= X1, x'A2 = (p 2(X'l X.. x'n) xO' =X

after the manner of (1.24). In place of (1.28) we have

a2X2vaX + LX2 a a- = 0. (3.7)

From (1.23) it follows that L;, = Ofor a 2 =s + 1, ..., n. Consequently
equations (3.7) are completely integrable as follows from (1.29) for the
system (3.7). Hence the first of the above theorems holds when the
number of independent functions (p is less than q ,and we have the theorem:
When the fundamental quadratic form is definite there exists a co5rdinate

system for which equations (1.13) hold and the components t, for X = 1,
q are functions of x1, ..., xq at most.

Also we have:
When the fundamental quadratic form is indefinite and there are s( ; q)

independent functions VP, if for a co6rdinate system in which (1.13) hold,
the jacobian matrix of the s independent functions with respect to xT, . . ., Xq
if of rank s, there exists a co6rdinate system in which the components e are
functions of xl, . . ., xq at most.

I"Sugli spazii che ammettono un gruppo continuo di movimenti," Annali di Mate-
matica, ser. 3, 8, p. 40 (1903).

2 Cf. Eisenhart, Riemannian Geometry, p. 234, 1926.
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3Cf. Fubini, loc. cit., p. 54.
4 If the determinant gx, I for x, ,u = 1, ,(q < n) is zero, real quantities e are

defined by the equations gxtx = 0. The vector with the components 0, {a = o
(or = q + 1, ... . n) is a real null vector, which is impossible, if the fundamental form
is definite. In a similar manner it can be shown that the determinant Igjt for a-,=
1, ..., p cannot be zero for a definite form.

6 Cf. Bianchi, Lezioni sulla leoria dei gruppi continui finiti di trasformazioni, p. 521,
1918.
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1. Let R be a separable metric space, A a normal development of R,
that is a sequence of finite coverings by open sets { I} = { { Ua I} I, with
the following properties: (a) the Us constitute a fundamental set of
neighborhoods: (b) every ut + 1 is on some U; (c) if UP6 C EU, for h high
enough every U'- meeting UF6 is on U0s; (d) every decreasing sequence
{ UNia } ,(UNi + lai, ai + 1 C UNiai) converges to a point or to zero. Develop-
ments of a very general type have been introduced by E. H. Moore, and
many have been considered on repeated occasions in the theory of abstract
spaces. In particular, spaces possessing a certain type called regular have
been investigated with considerable success by Chittenden and Pitcher, no-
tably in connection with the problem of metrization. Normal developments
which are considered here for the first time appear to possess just the right
degree of generality for the comfortable treatment of separable metric
spaces. By means of them a number of the important theorems in di-
mension theory can be derived with little more trouble than in the compact
case. Above all they have enabled us to obtain the proof as yet unavail-
able of a basic imbedding theorem on separable spaces.

2. The fundamental proposition is the
Existence theorem. R always possesses a normal development.
We shall only outline the proof here, reserving the details for publication

elsewhere. Let us identify R with its topological image on the Hilbert
parallelotope H image whose existence has been proved by Urysohn.
Since H is compact it possesses a finite covenng by open sets a-, and the
intersections of its sets with R determine 2: = { U" }. We choose a metric
such that there exists an v > 0 such that any subset of R whose diameter
< v is on a U"'. This is done by modifying the mapping on H, the new
distance function always yielding distances greater than the old. In
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